
Insights into ImagingGeis et al. Insights into Imaging          (2019) 10:101 
https://doi.org/10.1186/s13244-019-0785-8
STATEMENT Open Access
Ethics of artificial intelligence in radiology:

summary of the joint European and North
American multisociety statement

J. Raymond Geis1,2* , Adrian Brady3, Carol C. Wu4, Jack Spencer5, Erik Ranschaert6, Jacob L. Jaremko7,
Steve G. Langer8, Andrea Borondy Kitts9, Judy Birch10, William F. Shields11, Robert van den Hoven van Genderen12,
Elmar Kotter13, Judy Wawira Gichoya14,15, Tessa S. Cook16, Matthew B. Morgan17, An Tang18, Nabile M. Safdar15 and
Marc Kohli19
Abstract

This is a condensed summary of an international multisociety statement on ethics of artificial intelligence (AI) in
radiology produced by the ACR, European Society of Radiology, RSNA, Society for Imaging Informatics in Medicine,
European Society of Medical Imaging Informatics, Canadian Association of Radiologists, and American Association of
Physicists in Medicine.
AI has great potential to increase efficiency and accuracy throughout radiology, but also carries inherent pitfalls and
biases. Widespread use of AI-based intelligent and autonomous systems in radiology can increase the risk of
systemic errors with high consequence, and highlights complex ethical and societal issues. Currently, there is little
experience using AI for patient care in diverse clinical settings. Extensive research is needed to understand how to
best deploy AI in clinical practice.
This statement highlights our consensus that ethical use of AI in radiology should promote well-being, minimize
harm, and ensure that the benefits and harms are distributed among stakeholders in a just manner. We believe AI
should respect human rights and freedoms, including dignity and privacy. It should be designed for maximum
transparency and dependability. Ultimate responsibility and accountability for AI remains with its human designers
and operators for the foreseeable future.
The radiology community should start now to develop codes of ethics and practice for AI which promote any use
that helps patients and the common good and should block use of radiology data and algorithms for financial gain
without those two attributes.
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Key points:

� Ethical use of AI in radiology should promote well-
being, minimize harm, and ensure that the benefits
and harms are distributed among the possible
stakeholders in a just manner.

� AI in radiology should be appropriately transparent
and highly dependable, curtail bias in decision
making, and ensure that responsibility and
accountability remains with human designers or
operators.

� The radiology community should start now to
develop codes of ethics and practice for AI.

� Radiologists will remain ultimately responsible for
patient care and will need to acquire new skills to do
their best for patients in the new AI ecosystem.

Introduction
This statement is a condensed version of a statement
produced by the ACR, European Society of Radiology,
RSNA, Society for Imaging Informatics in Medicine,
European Society of Medical Imaging Informatics, Cana-
dian Association of Radiologists, and American Associa-
tion of Physicists in Medicine. The full version is posted
on the web pages of each of these societies. Authors
include society representatives, patient advocates, an
American professor of philosophy, and attorneys with
experience in radiology and privacy in the United States
and the European Union.
Artificial intelligence (AI), defined as computers that

behave in ways that previously were thought to require
human intelligence, has the potential to substantially
improve radiology, help patients, and decrease cost [1].
Radiologists are experts at acquiring information from
medical images. AI can extend this expertise, extracting
even more information to make better or entirely new
predictions about patients. Going forward, conclusions
about images will be made by human radiologists in
conjunction with intelligent and autonomous machines.
Although the machines will make mistakes, they are
likely to make decisions more efficiently and with more
consistency than humans and in some instances will
contradict human radiologists and be proven to be cor-
rect. AI will affect image interpretation, report genera-
tion, result communication, and billing practice [1, 2].
AI has the potential to alter professional relationships,
patient engagement, knowledge hierarchy, and the labor
market. Additionally, AI may exacerbate the concentra-
tion and imbalance of resources, with entities that have
significant AI resources having more “radiology
decision-making” capabilities. Radiologists and radiology
departments will also be data, categorized and evaluated
by AI models. AI will infer patterns in personal, profes-
sional, and institutional behavior. The value, ownership,
use of, and access to radiology data have taken on new
meanings and significance in the era of AI.
AI is complex and carries potential pitfalls and inher-

ent biases. Widespread use of AI-based intelligent and
autonomous machines in radiology can increase sys-
temic risks of harm, raise the possibility of errors with
high consequences, and amplify complex ethical and
societal issues. Currently there is little experience using
AI for patient care in all its demanding and diverse set-
tings. Extensive research remains to be done to under-
stand how to use AI in clinical practice and the
operational characteristics they should have. The
approach to these issues will be shaped as much by the
community’s ethics as by technical factors. Other effects
will be more indirect, such as algorithms that make
enterprise or public policy decisions or find patterns in
the data of large populations to improve public health
and our understanding of diseases and treatments.
Radiology’s goal should be to derive as much value as

possible from the ethical use of AI, yet resist the lure of
extra monetary gain from unethical uses of radiology
data and AI. This consensus statement aims to inform a
common interpretation of the ethical issues related to
using AI in radiology and to inspire radiology AI’s
builders and users to enhance radiology’s intelligence in
humane ways to promote just and beneficial outcomes
while avoiding harm to those who expect the radiology
community to do right by them.
People involved with any stage in an AI product’s life

cycle must understand it deeply. We have a duty to
understand the risks of the products we are using, to
alert patients and stakeholders to those pitfalls as appro-
priate, and to monitor AI products to guard against
harm. We have a duty to ensure not just that the use of
the product is beneficial overall, but that the distribution
of benefits among the possible stakeholders is just and
equitable. We should realize that though most changes
will be positive, AI will cause inescapable social and eco-
nomic change, and major social changes such as these
are often disproportionately bad for the most vulnerable
communities. We must do what we can to ensure that
negative consequences are not made worse by unethical
distribution.
Radiologists are learning about ethical AI at the same

time we invent and implement it. Technological changes
in AI, and society’s response to them, are evolving at a
speed and scope that are hard to grasp, let alone man-
age. Our understanding of ethical concerns and our
appropriate response to them shift constantly. To do
best by our patients and our communities, we have a
moral obligation to consider the ethics of how we use
and appreciate data, how we build and operate decision-
making machines, and how we conduct ourselves as
professionals.
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Ethics of Data
The ethics of data are fundamental to AI in radiology
and reflect trust in acquiring, managing, and assessing
data. Key areas of data ethics include informed consent,
privacy and data protection, ownership, objectivity,
transparency, the gap between those who have or lack
the resources to manage large data sets, and providing
meaningful and moral access rights to data [3]. Data
“truthfulness” includes understanding how complete and
detailed the data are, what information they contain,
how accurately they reflect the true physical situation,
and measures of variance and bias.
As physicians, radiologists have a moral duty to use

the data they collect to serve patients and improve the
common good, extract more information about patients
and their diseases, and improve the practice of radiology.
At the same time, they have a duty to not use data in
ways that may harm or adversely influence patients or
discriminate against them.
Because developing AI-driven machines today requires

well-labeled radiology data, the value of those data and
pressures to provide commercial access to them are sky-
rocketing. In addition to significant good which will
come from using these data to improve patient health,
there are many ways to unethically capitalize on data,
which may harm patients or the common good. Best
practices to allow, manage, and contract for that data
access are evolving at a rate which outstrips our current
knowledge or abilities. This same rapid evolution applies
to unethical and questionable practices. One of the
greatest challenges is how to thwart those who will
attempt to acquire value from unethical data use. With-
out carefully understanding commercial and technical
issues, we are at risk of making substantial and costly
mistakes with radiology data.
Bias occurs to some extent with any data set. Common

sources of bias potentially promote or harm group-level
subsets based on gender, sexual orientation, ethnic,
social, environmental, or economic factors. In addition
to these traditional sources of bias, radiology AI may
be biased by clinically confounding attributes such as
comorbidities, and by technical factors such as data set
shift and covariate shift due to subtle differences in raw
and postprocessed data that come from different
scanning techniques. These manifest biases in many
ways, each of which deserves research and awareness
to minimize the effects on the decisions made by AI
models.
When an AI model is implemented, those responsible

should be able to answer these questions, and other
similar questions, about the ethics of data:

� How will we document and notify patients about
how their data are used?
� How should we document data used to train an
algorithm, including descriptors for features
traditionally associated with bias and discrimination?

� How and by whom are labels generated? What bias
might arise from the processes used?

� What kinds of bias may exist in the data used to
train and test algorithms?

� What have we done to evaluate how its data are
biased, and how it may affect our model?

� What are the possible risks that might arise from
biases in the data?

� What steps have we taken to mitigate these biases,
and how should users take remaining biases into
account?

� Is our method of ground truth labeling appropriate
to the clinical use case we are trying to resolve?
What are its limitations?

Ethics of Algorithms and Trained Models
Decision-making is the selection of a belief or a course
of action among multiple alternatives, often leading to
action. Human decision making is informed by the per-
son’s knowledge, values, preferences, and beliefs. AI
chooses alternatives based on features in the input data.
For supervised learning, the algorithm chooses that
alternative based on prior training to match labels to
those data features. Within these labels, human values,
preferences, and beliefs may be transferred to the model.
This is where human bias may manifest.
Although AI performs well with classification tasks, it

is always important to note that an AI product is not
human, but rather a computer program envisioned,
built, and monitored by humans. Fairness and equality
are not AI concepts [4]. Responsibility for these insights
falls to humans, who must anticipate how rapidly chan-
ging AI models may perform incorrectly or be misused
and protect against unethical outcomes, ideally before
they occur [5].
To build patient and provider trust in AI, it is important

to have as much transparency as possible as to how deci-
sions are made. When errors happen today, we investigate
the cause and design systems to eliminate the potential for
similar errors in the future. The investigation may address
safety, accountability, liability, and technical process
changes. Similarly, if an algorithm fails, or contributes to
an adverse clinical event, one needs to be able to under-
stand why it produced the result that it did, and how it
reached a decision. For a model to be transparent, it
should be both visible and comprehensible to outside
viewers. How transparent a model should be is debatable.
Inappropriate levels of transparency might make it more
susceptible to malicious attacks or reveal proprietary intel-
lectual property. Furthermore, imposing a wide definition
of transparency could jeopardize privacy by revealing
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personal data hidden in underlying data sets. The EU Gen-
eral Data Protection Regulation requires data processing
to be transparent, although opinions differ about what
degree of technical detail is meant by this. Users must be
able to explain to the public in plain language how their
data will be used to build an intelligent or autonomous
tool. Explainability is the ability to explain what happened
when the model made a decision, in terms that a person
understands. It aims to understand why a model made a
particular decision and to appreciate conditions in which
the model succeeds and in which it fails. Explainability
includes both comprehending technical aspects of algo-
rithm structure and how outputs are presented to the user
[6]. Today, models with better explainability usually show
worse performance [7]. Current deep learning models
have well over 100 million parameters, include techniques
which normalize or dropout parameters based on statisti-
cal methods, and at least with today’s technology are vir-
tually incomprehensible. Explainable AI is a core area of
research [8]. Pinpointing a causative bug in such a system
is a daunting task [9]. A more practical approach may be
to advocate for visualization and explainability of results,
including measures of consistency and generalizability and
a mechanism to stop and alert humans when model out-
puts change or the model’s measurements of certainty fall
below a specific level.
Because various AI models are relatively easy to build

and train, research and commercial AI-powered solutions
may be produced by sometimes naive or unprofessional
actors. This increases the importance of extending existing
ethical codes in medicine, statistics, and computer science
to consider situations specific to radiology AI [3, 10, 11].
Adversarial attacks are well-known in other AI

domains, and the radiology AI community is becoming
aware of them [12–15]. Although potential solutions
may exist, radiology as a field has no defense against
such attacks. This weakness must be acknowledged and
addressed. When an AI model is implemented, those
responsible for any part of its life cycle should be able to
answer these and other similar questions about the
Ethics of algorithms:

� Are we able to explain how our AI makes decisions
or at least reliably predict the results of our AI
analysis in known data sets?

� How do we protect against malicious attacks on AI
tools and data?

� How do we create sustainable version control for AI
data, algorithms, models, and vended products?

� How will we minimize the risk of patient harm from
malicious attacks and privacy breaches?

� How will we evaluate trained models before clinical
application, for clinical effectiveness, ethical
behavior, and security?
� How will we monitor AI models in clinical workflow
to ensure they perform as predicted and that
performance does not degrade over time?

Ethics of Practice
Radiology AI is a complex ecosystem of clinical care, tech-
nological and mathematical advances, and business and
economics. Moral behavior, doing the right thing, can be
intellectually uncertain. Popular media provide daily
accounts of how technical innovation crosses into unprin-
cipled activities, which, even if unintentional, may cause
considerable harm to patients, society, and individual and
business reputations. Conscientious ethical values should
guide decisions about when to apply AI, define metrics to
describe appropriate and responsible AI, and recognize
and alert the community to unethical AI.
Automation bias is the tendency for humans to favor

machine-generated decisions, ignoring contrary data or
conflicting human decisions. Automation bias leads to
errors of omission and commission. Omission errors
occur when humans fail to notice, or disregard, the fail-
ure of an AI tool. High decision flow rates, in which
decisions are swiftly made on radiology examinations
being read rapidly by a radiologist, predispose to omis-
sion errors. This is compounded by AI decisions based
on features that are too subtle for humans to detect.
Commission errors occur when one erroneously accepts
or implements a machine’s decision despite other evi-
dence to the contrary. Automation bias risks may be
magnified in resource-poor populations because there is
no local radiologist to veto the results.
To what degree can physicians delegate the task of

diagnosing medical conditions to intelligent or autono-
mous systems without exposing themselves to increased
liability for malpractice if the system makes an error?
Such questions regarding AI-caused harm will arise with
ever-increasing frequency as these tools become perva-
sive. Sources of liability may occur from issues such as
data privacy, contracts, negligence, criminal behavior,
vicarious liability, or insurance [16, 17]. AI developers
ultimately need to be held to the same “do no harm”
standard as physicians. Although liability ultimately falls
to humans, determining legal responsibility when an AI
system’s decision results in harm is still in flux. It may
be difficult to determine to what extent data, the AI
algorithm itself, and how it is used are responsible for
harm. Different liability models may arise for different
settings and forms of AI. Over time, a risk liability sys-
tem will evolve.
Smaller or resource-poor hospitals and academic

departments may lack the technology, skills, and resources
to manage complex AI systems. Almost certainly some
radiology AI will be proprietary, developed by large aca-
demic or private healthcare entities, insurance companies,
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or large companies with data science expertise but little
historical radiology domain knowledge. This may exacer-
bate disparities in access to radiology AI.
As radiology incorporates autonomous and intelligent

AI products into widespread, demanding clinical prac-
tice, those responsible should be able to answer these
and other similar questions about the ethics of this new
practice paradigm:

� What are the patient and provider risks associated
with this AI implementation, and what level of
human oversight is necessary to mitigate these risks?

� What education and skills are needed to decide
whether to apply AI to our patients and to safely
and effectively use it when appropriate?

� How do we ensure that testing data accurately
reflects the targeted clinical cohort?

� What processes should we implement to monitor
the impact (outcomes, privacy, and unintended
discrimination) of AI on our patients and providers
(automation bias)?

� How do we continuously and actively monitor AI-
driven autonomous and intelligent tools to verify
they are working as expected in clinical care?

� What guardrails should we use to determine when,
and more importantly when not, to implement
autonomous or intelligent mechanical agents?

Conclusion
Ethical use of AI in radiology should promote well-being,
minimize harm, and ensure that the benefits and harms
are distributed among the possible stakeholders in a just
manner. It should respect human rights and freedoms,
including dignity and privacy. It should be appropriately
transparent and highly dependable, curtailing bias in deci-
sion making while ensuring that responsibility and
accountability remain with human designers or operators.
The radiology community should start now to develop

codes of ethics and practice for AI. These codes should pro-
mote any use which helps patients and the common good
and block use of radiology data and algorithms for financial
gain without those two attributes. Establishing these regula-
tions, standards, and codes of conduct to produce ethical AI
means balancing the issues with appropriate moral concern.
Ensuring ethical AI requires a desire to gain trust from all
parties involved. To ensure the safety of patients and their
data, AI tools in radiology need to be properly vetted by
legitimately chosen regulatory boards before they are put
into use. This requires both radiology-centric AI expertise
and technology to verify and validate AI products.
Regulations, standards, and codes of conduct must be

agreed upon and continually updated. Key to these codes
of conduct will be a continual emphasis for transpar-
ency, protection of patients, and vigorous control of data
versions and uses. Continuous postimplementation
monitoring for unintended consequences and loss of
quality must be enforced, with protocols in place for
determining causes and implementing corrective action.
New ethical issues will appear rapidly and regularly,

and our appreciation of them will change over time.
Thus, although it is important to consider the ethics of
AI in radiology now, it also will be important to reassess
the topic repeatedly as our understanding of its impact
and potential grows and to return to the AI tools being
used in radiology to assess whether they meet the
updated regulations and standards.
Radiologists will remain ultimately responsible for

patient care and will need to acquire new skills to do
their best for patients in the new AI ecosystem. The
radiology community needs an ethical framework to
help steer technological development, influence how dif-
ferent stakeholders respond to and use AI, and imple-
ment these tools to make best decisions and actions for,
and increasingly with, patients. We hope that this state-
ment clarifies the core principles upon which this frame-
work ought to be based in each community.
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